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Background – What is contrastive learning?

Introduction Methodology Experiments Discussion and future work
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Representation Loss

 Contrastive: train an encoder to encode input 𝑥
into an explicit vector 𝑧 to measure similarity
(e.g., mutual information maximization, instance
discrimination)
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Background – Why is pixel-wise pre-training in medical vision needed?

Train Car Normal Pneumonia

i. Natural images are different in global 
enable global-based discrimination

ii. Medical images are similar in global
require detail-based discrimination

Medical images require pixel-wise representation to decouple underlying inner-scene semantics.Medical images require pixel-wise representation to decouple underlying inner-scene semantics.

Introduction Methodology Experiments Discussion and future work
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Problem – Over-dispersion problem

Pixel-wise features
on image grid

Ground truth

Binary CL excessively 
disperses feature

Embedding space

Maximize

Minimize

Over-dispersion disrupts 
intra-class distribution

Over-dispersion problem: Excessive pursuit of dispersion disrupts intra-class distribution.Over-dispersion problem: Excessive pursuit of dispersion disrupts intra-class distribution.

Introduction Methodology Experiments Discussion and future work
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Problem – Over-dispersion problem

Over-dispersion problem: Excessive pursuit of dispersion disrupts intra-class distribution.Over-dispersion problem: Excessive pursuit of dispersion disrupts intra-class distribution.

Pixel-wise features
on image grid

Ground truth

Ideal dispersion preserves 
feature correlations

Over-dispersion disrupts 
intra-class distribution

Introduction Methodology Experiments Discussion and future work
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Motivation – Distance modeling

Maximize

Minimize

Move to

Move to

Distance

Binary CL excessively disperses 
feature causing over-dispersion

Distance modeling quantifies 
dispersion degree

Motivation: Predefine a ground truth to indicate the desired feature dispersion. (Unavailable)Motivation: Predefine a ground truth to indicate the desired feature dispersion. (Unavailable)

Introduction Methodology Experiments Discussion and future work
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Motivation – Distance modeling as vector regression (Vector CL)

Regressed 
displacement 

vector υ'

Ground 
truth υ

Regression loss

a) Vector regression in image space 
learns correspondence |υ - 𝒱(d')|

Move to

Move to

Distance

Embedding space

Optimization

b) Distance modeling in embedding space 
quantifies dispersion degree |α - d'|

If the model wants to discover the correct correspondence, it must make potential same semantic features closer.

Introduction Methodology Experiments Discussion and future work
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Formulation – Why does vector CL drive distance modeling? 

1. Equ.2 is a distance modeling loss, which moves the 
features to a specific position with a certain 
distance.

2. Embed a template into the Equ.3, equivalent to 
Equ.2.

3. Expand Equ.3 for Equ.4, which is a one-way 
deduction.

4. Make σ𝑖=0
𝐼 𝕍𝑖𝛼𝑖 = 𝑣 for the vector regression loss 

in Equ.5.

Equ.4 captures the overall distance distribution
rather than enforcing exact matches for each
feature pair, enabling the model to accommodate
varying feature biases across tasks.

Equ.4 captures the overall distance distribution
rather than enforcing exact matches for each
feature pair, enabling the model to accommodate
varying feature biases across tasks.

Introduction Methodology Experiments Discussion and future work
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Questions – How to implement?

Q1: How to construct a self-learning
paradigm with free ground truth
vector υ that can be extended across
diverse medical images?

Q2: How to formulate the function 𝒱 
to ensure a consistent optimization
flow from vector regression to
distance modeling?

Regressed 
displacement 

vector υ'

Ground 
truth υ

Regression loss

a) Vector regression in image space 
learns correspondence |υ - 𝒱(d')|

Introduction Methodology Experiments Discussion and future work
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Propose – COntrast in VEctor Regression (COVER) framework

✓ For Q1 - Self-Vector Regression (SeVR): 
constructs an extendable self-space 
transformation mechanism for vector CL with free 
ground truth vectors v.

✓ For Q2 - Mixture of Vectors (MoV): formulates a 
mapping function with consistent optimization 
flow from vector regression to distance modeling 
with two properties.

✓ For Q2 - Vector Pyramid Aggregation (VPA): 
formulates multiscalarity of correspondence via 
stacking the MoV in a pyramid-like architecture.

Introduction Methodology Experiments Discussion and future work
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Innovation 1 – Self-Vector Regression (SeVR)

Self-Vector Regression (SeVR): constructs an extendable self-space 
transformation for vector CL with free ground truth vectors v.
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Advantages: Extendable to a wide variety of medical images for large-scale training simplifying 
data preparation and enhancing generality.
Advantages: Extendable to a wide variety of medical images for large-scale training simplifying 
data preparation and enhancing generality.

Introduction Methodology Experiments Discussion and future work
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i. Vector embedding unit formulates spatial 
continuity for correlation preservation

Innovation 2 – Self-Vector Regression (SeVR)

Mixture of Vectors (MoV): formulates a mapping function with consistent optimization flow from vector 
regression to distance modeling with two properties.

Advantages:
1. Feature correlation preservation:
vector template describes
continuous spatial relationship,
avoid the artificial division.
2. Bias adaptability: MVI models
the ambiguity to represent diverse
feature concerns, enhancing bias
adaptability in general applications.

Advantages:
1. Feature correlation preservation:
vector template describes
continuous spatial relationship,
avoid the artificial division.
2. Bias adaptability: MVI models
the ambiguity to represent diverse
feature concerns, enhancing bias
adaptability in general applications.

Introduction Methodology Experiments Discussion and future work
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Innovation 3 – Vector Pyramid Aggregation (VPA)

Vector Pyramid Aggregation (VPA): formulates
multiscalarity of correspondence via stacking the
MoV in a pyramid-like architecture.

Advantages:
1. Low computational cost: It enables the
mapping function in a small receptive field at each
level for a large whole receptive field reducing the
computation.
2. Multi-scale representation: It learns the multi-
scale features with multiple semantic granularities,
improving the granularity adaptability.

Advantages:
1. Low computational cost: It enables the
mapping function in a small receptive field at each
level for a large whole receptive field reducing the
computation.
2. Multi-scale representation: It learns the multi-
scale features with multiple semantic granularities,
improving the granularity adaptability.

Introduction Methodology Experiments Discussion and future work
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Comparison study – Comparison setting

Evaluate our method across 8 tasks, spanning 2 dimensions and 4 modalities with 2 kinds of downstream tasks.

Introduction Methodology Experiments Discussion and future work
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Comparison study – SOTA performance compared with the existing methods

 Observation: Significantly improve the performance across scales and scenes, increasing over 8% 
compared with the “Scratch”. 

 Conclusion: Our proposed COVER has achieved SOTA performance compared with the existing methods.

Introduction Methodology Experiments Discussion and future work
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Ablation study – Component ablation

 Observation: The proposed modules are gradually added, and the performance of the

model is gradually improved.

 Conclusion: The proposed modules all have gain effects on the performance.

Introduction Methodology Experiments Discussion and future work

○○○○○○○○○ ○○○○ ○○●○○○○○ ○○○○○



Ablation study – Hyper-parameter ablation

 Observation for N: Increase and then decrease.

 Explanation for N: A too large N will introduce more ambiguous semantics, misleading the correspondence.

 Observation for J: Increase and then decrease.

 Explanation of J: Too many vectors will smooth the optimization, weakening the discrimination of features.

Receptive field in VEU: N

Amount of VEUs in MoV: J

Introduction Methodology Experiments Discussion and future work
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Model analysis – Implementation analysis

 Parameters: Our COVER effectively reduces the
fine-tuned parameters.

 Finetuning data: Our COVER effectively reduces
the fine-tuning data requirement.

 Pre-training iterations: With the progress of the
training iterations, the performance of our COVER
gradually improves and eventually tends to be flat.

 Mode size: With the enlarging of model size, the
larger capacity enables our COVER to gain more
powerful representability.

Introduction Methodology Experiments Discussion and future work
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Model analysis – Convergence analysis

 Fine-tuning: The network pre-trained by our
COVER exhibits superior convergence ability.

 Pre-training: COVER improves the

discrimination of the representation.

Introduction Methodology Experiments Discussion and future work
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Model analysis – Distributed clusters from COVER

Two advantages:

 Continuous feature distribution preserves feature correlations.

 Effective aggregation provides distinct representation.
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Introduction Methodology Experiments Discussion and future work
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Model analysis – Visualization of multi-scale vectors

 In level 0, the DVF predicted from global features can align the images on the whole, driving the learning of
global representation. With the expansion of the scales, the correspondences are gradually refined so the
details between the images are aligned.

Introduction Methodology Experiments Discussion and future work
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Discussion – Theoretical Foundation

Introduction Methodology Experiments Discussion and future work
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◼ Foundation of Rademacher Complexity

Distance in BCL:

BCL’s Generalization error:

Feature distance:

Upper bound of 𝜹:

Local Rademacher complexity:

Generalization error:

⇒

◼ Over-Dispersion Problem in Binary CL

Range of distance:



Discussion – Theoretical Foundation

Introduction Methodology Experiments Discussion and future work
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◼ Vector contrastive learning

Distance in BCL:

BCL’s Generalization error:

◼ Over-Dispersion Problem in Binary CL

VCL loss: 

Hypothesis: 

Inference:

⇒

⇒

Distance in VCL:

Inference:

VCL’s Generalization error:



Discussion – Theoretical Foundation

Introduction Methodology Experiments Discussion and future work
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 BCL’s Generalization error:  VCL’s Generalization error:

s.t.

⇒ Vector CL makes a tighter generalization bound. 



Future work 1 – Vector contrastive representation learning

Introduction Methodology Experiments Discussion and future work
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Future work 2 – Large pixel-wise medical vision model

Introduction Methodology Experiments Discussion and future work
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Thanks for listening
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