
Knowledge Boosting: Rethinking Medical Contrastive 
Vision-Language Pre-Training

Motivation of Semantic Knowledge Enhancement for semantic overlap

• Apply an open-set knowledge representation to estimate negative noise within contrast pair and reduce it.

Motivation of Semantic Knowledge Guidance for semantic shifting

• Supplement semantic correlation and negative semantics with an comprehensive knowledge representation.

• Semantic overlap problem in contrastive vision language pre-training. (Within contrast pair)

• Semantic shifting problem from biased and correlated expression. (Between contrast pair)
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Our KoBo (Knowledge Boosting) vision-

language pre-training framework innovates 

the traditional contrastive pre-training pipeline, 

inspired by semantic overlap problem and 

semantic shifting problem which is common in 

medical scene.
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Result1: 

Superiority in multiple task with unified pre-training: state-of-art in classification, segmentation 

and semantic relatedness, top-2 in retrieval. 
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(b) Ablation on data amount (CheXpert)
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(a) Ablation on modules (Covidx)
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Result3: 

1. Accurate localization of CAM: vision semantic 

and language semantic is connected.

2. Great cluster: negative semantics is apart.

Basilar Atelectasis.

Right pneumothorax is resolved the right 

lung is fully expanded.
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Result2: 

1. Effectiveness of module design: KSE and KSG all 

contributes.

2. Data robustness when training data in find-tuning 

reduces to 1%: performance rarely decrease

a) Our KoBo learns vision-language semantic consistency
for better image representation learning with knowledge boosting
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Knowledge Semantic Guidance

Knowledge Semantic Enhancement
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• Whole architecture: unified knowledge 

modeling and boosting of vision-language 

semantic consistency learning. 

b) Knowledge Semantic Enhancement
measure negative sample noise by the sample-wise 

similarity between estimated  knowledge embedding
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• KSE Module: utilize knowledge to estimate 

sample-wise negative noise in contrasive 

pair.

c) Knowledge Semantic Guidance
fuse knowledge embeddings with modality features for supplementing the 

correspondence between modality and clinical knowledge Image global feature
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• KSG Module: fully guide the vision-language 

alignment with the correlated knowledge 

representation.
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